Problem 2.5

Consider a simple Adaline with just one input and a bias. Suppose that we use this model to approximate the nonlinear function y=x2, over the interval [-1, 1], with a sampling interval of 0.1. The initial weight vector is [0.9 0.9]. Employ a learning rate of 0.1.

a) Determine the first update of the weight vector using the steepest descent method. Compute all the relevant vectors and matrices;

b) Repeat the same problem with the LMS algorithm.

